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1. Executive summary 
Many businesses are constrained by legacy remote office/branch office (ROBO) IT infrastructure that isn’t well suited for today’s highly 
virtualized IT environments. A typical ROBO site includes a diverse collection of discrete IT solutions including networking, storage and 
server platforms, and data protection solutions—often supplied by different vendors. Turning up a new office, deploying a new application, 
or expanding capacity can be an error-prone, time-consuming process involving a number of different technology platforms and 
administrative interfaces. Troubleshooting problems and performing routine operational tasks can be just as arduous—especially since 
ROBO sites are often unattended. 

To make matters worse, most ROBO sites are connected over relatively low-speed WAN links that make data protection and recovery a 
challenge. Many IT organizations are simply unable to meet stringent RTO/RPO goals using legacy data protection solutions. 

HPE SimpliVity hyperconverged infrastructure solution is designed from the ground up to meet the increased performance, scalability, 
and agility demands of today’s data-intensive, highly virtualized IT environments. HPE SimpliVity transforms IT by virtualizing data and 
incorporating all IT infrastructure and services below the hypervisor into compact x86 building blocks.  

Designed to work with any hypervisor or industry-standard x86 server platform, the HPE SimpliVity solution provides a single, shared 
resource pool across the entire IT stack, eliminating point products and inefficient siloed IT architectures. The solution is distinguished 
from other converged infrastructure solutions by three unique attributes: accelerated data efficiency, built-in data protection functionality, 
and global unified management capabilities. 

• Accelerated data efficiency: HPE SimpliVity performs inline data deduplication, compression, and optimization on all data at inception 
across all phases of the data lifecycle, all handled with fine data granularity of just 4 KB to 8 KB.  

• Built-in data protection: HPE SimpliVity includes native data protection functionality, enabling business continuity and disaster 
recovery for critical applications and data while eliminating the need for special-purpose backup and recovery hardware or software. 
HPE OmniStack inherent data efficiencies minimize I/O and WAN traffic, reducing backup and restore times from hours to minutes while 
obviating the need for special-purpose WAN optimization products. 

• Global unified management: HPE SimpliVity VM-centric approach to management eliminates manually intensive, error-prone 
administrative tasks. System administrators are no longer required to manage LUNs and volumes; instead, they can manage all 
resources and workloads centrally, using familiar interfaces such as VMware vCenter®. 

1.1 Purpose 
This paper reviews the unique challenges associated with deploying and operating virtualized ROBO infrastructure using conventional 
IT solutions and approaches. It provides an overview of the HPE SimpliVity solution, explaining how HPE SimpliVity uniquely satisfies 
these challenges. And it presents options for deploying HPE SimpliVity ROBO environments, offers design considerations and 
implementation guidelines, and recommends procedures and methods for efficiently protecting ROBO data. 

1.2 Audience 
The document is intended for IT planners, architects, system administrators, and other IT personnel responsible for the successful 
deployment and ongoing operation of ROBO virtualized infrastructure. This includes IT professionals responsible for VMware®, 
data center operations, IT infrastructure, data protection, and risk mitigation. 

https://www.hpe.com/info/simplivity
https://www.hpe.com/info/simplivity
https://www.hpe.com/info/vmware
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2. Introduction 
2.1 Remote office and branch office considerations 
Remote offices and branch offices are critical to the operation of many businesses (retailers, financial services, manufacturing, and such). 
They pose unique operational, functional, and environmental concerns for IT organizations, including: 

• Administrative constraints—ROBO sites typically lack dedicated IT professionals (Many are small sites with few employees in general.). 
ROBOs are often located beyond driving distance from corporate IT staff. Centralized administration and lights-out operation are critically 
important to keep IT infrastructure up and running at remote sites. 

• Networking constraints—ROBO sites are typically connected to central corporate data centers (hub-and-spoke private IP networks) or 
to the internet (VPN services) over low-speed WAN links. IT organizations must ensure high service quality for delay-sensitive traffic 
(VoIP, IP video, unified communications, and such) while providing adequate capacity for bandwidth-intensive applications—all over 
relatively low-speed WAN links. Data protection (backing up remote office data over bandwidth-constrained WAN links) is particularly 
challenging with legacy solutions. 

• Space constraints—ROBO sites typically contain limited space for IT equipment. IT systems are often installed in a telephone closet, an 
empty office, or other small areas not intended for computing equipment. Minimizing space, power, and HVAC requirements is paramount. 

2.1.1 Traditional ROBO IT environment 
A traditional ROBO site includes a diverse collection of discrete IT solutions including networking, storage and server platforms, and data 
protection solutions—often supplied by different vendors. In many cases, each technology platform supports a unique administrative 
interface. Deploying applications and IT services, and troubleshooting problems can be an error-prone, time-consuming process involving a 
number of different administrative interfaces. 

Networking equipment 
A typical ROBO site includes a variety of networking devices such as Ethernet switches, wireless access points, and controllers, WAN routers, 
and firewalls. 

Bandwidth contention is a significant concern in ROBO environments. ROBO sites are typically connected to corporate data centers 
(hub-and-spoke private enterprise IP networks) or to the internet (VPNs or managed VPN services such as MPLS services) over low-speed 
WAN links. A wide range of diverse traffic is carried over the WAN including: 

• Delay-sensitive traffic (VoIP, IP video, unified communications, and such) 

• Business-critical application traffic (line-of-business applications, office productivity suites, and such) 

• Fundamental IP services traffic (DNS, LDAP, RADIUS, and such) 

• Administrative traffic (data backup and recovery, and such) 

IT organizations must ensure adequate service quality for delay-sensitive applications while ensuring adequate capacity for 
bandwidth-intensive applications. Special-purpose WAN optimization appliances are often employed to make more efficient use of 
WAN bandwidth. Even with WAN optimization appliances, many IT organizations lack sufficient WAN capacity for bandwidth-hungry 
applications like data protection. Constrained by limited overnight backup windows (nonbusiness hours available for WAN-based 
backups), IT teams are often unable to adequately protect business-critical applications and data, and are unable to achieve 
stringent RPO/RTO goals. 

Storage and server equipment 
Most ROBOs leverage dedicated servers with internal storage systems and/or external storage arrays. The servers and external storage 
arrays may be sourced from different vendors and support distinct administrative interfaces. Many enterprises have introduced server 
virtualization solutions like VMware to reduce physical server counts and conserve space, power, and cooling. 

Data protection solutions 
Many ROBOs leverage tape backup devices and/or stand-alone data replication or backup software for disaster recovery and business 
continuity. These systems typically support a proprietary administrative interface. Legacy data protection solutions were not designed 
with virtualization in mind. Setting up data protection policies for virtualized IT environments can be laborious and time consuming with 
legacy solutions. 

2.1.2 Legacy ROBO architecture 
Figure 1 depicts a typical ROBO IT architecture. Devices not relevant to the HPE SimpliVity hyperconverged infrastructure discussion 
(Ethernet switches, routers, and more) are omitted for clarity. 
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Key ROBO IT elements  

• Storage—A shared storage array for ensuring availability and performance of disk 

• Virtualized servers—To reduce the total number of physical servers in a remote office 

• SAN—A dedicated SAN for interconnecting virtualized servers and shared storage arrays 

• WAN optimizer—To reduce WAN traffic and make more efficient use of WAN bandwidth 

• Backup appliances and data protection software—Either local or remote backup of data for recovery from a site, system, or 
virtual machine failure 

• Data replication software or appliances—For disaster recovery and business continuity 

 

Figure 1. Legacy ROBO architecture 
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3. Challenges 
Deploying, administering, maintaining, and scaling a traditional ROBO environment can be costly and complex. Each remote office includes 
a collection of distinct technology platforms (servers, storage, data protection solutions, and others) with distinct administrative interfaces 
(see Figure 1). 

• From a procurement perspective, each technology platform is individually evaluated, certified, and sourced. Distinct maintenance 
agreements and support plans are typically instituted for each platform. 

• From an operations perspective, each platform requires space, power, and cooling. 

• From an administrative perspective, configuring services and diagnosing problems can be an error-prone, onerous proposition 
involving a variety of interfaces and disciplines (In larger enterprises, multiple organizations may be involved.). 

• From a scaling perspective, each element of the architecture is planned and engineered independently. 

Virtualization has helped eliminate some cost and complexity by consolidating compute and memory resources, but it hasn’t gone far 
enough. IT organizations are still left with a collection of separate ROBO components to manage including storage arrays, SANs, WAN 
optimizers, and data protection solutions. 

ROBO data protection challenges 
Data is the lifeblood of today’s businesses. System downtime or data loss can result in diminished worker productivity, customer 
dissatisfaction, and lost revenue. Business units expect mission-critical applications and data to be available at all times. Yet many IT 
organizations are unable to meet stringent service-level agreements and RPO/RTO goals with traditional data protection solutions. 

Data protection is particularly unwieldy in a ROBO implementation. Historically, many businesses have attempted to back up all ROBO 
data to a centralized hub (often the main or regional data center) for business continuity or disaster recovery. The more sites, the more 
resource-intensive and inefficient this approach can be (The hub site must have sufficient storage to maintain multiple data backups for 
each remote site.). As more and more backups are executed, the amount of storage can grow exponentially—a perfect example of what 
HPE SimpliVity calls the data problem. 

The data problem is the perfect storm that starts with exponential data growth (IDC estimates over 40 zettabytes by 2020.1) and 
exacerbated by the increasing demands put on that data: management, mobility, protection, and performance. 

It is no longer adequate to simply store data. Now, we live in a virtualized world where data is expected to be mobile. Data is also expected 
to be: 

• Automated, orchestrated, and associated to virtual machines and applications, all driven by policy 

• Protected through local backup and off-site disaster recovery 

• Always available and persistent 

 
 
1 “Data Age 2025: The Evolution of Data to Life-Critical—Don’t Focus on Big Data; Focus on the Data That’s Big,” IDC, sponsored by Seagate, 2017 
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Figure 2. Hub-and-spoke data protection topology 

Configuring firewall rules 

1. Remote backup communication is permitted only between the hub and each spoke site. 

a. Firewall rules are configured on the central data center site and ROBO sites allow traffic between central data center site and 
ROBO sites only. 

2. No remote backup communication is possible between spoke sites. 

a. Firewall rules are configured for all ROBO sites to disallow traffic between spoke sites. 
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5.1.2 Full-mesh topology 
In a full-mesh design, the ROBO sites can back up data to the central data center site and/or to any other ROBO site within the federation, as 
shown in Figure 3. 

 

Figure 3. Full-mesh data protection topology 

Configuring firewall rules 

1. Remote backup communication is permitted between all sites within the ROBO topology. 

a. Firewall rules are configured to allow traffic between all sites within the topology. 
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5.2 Scaling out the reference configurations 
The reference configurations described in sections Hub-and-spoke topology and Full-mesh topology are intended as architectural 
building blocks. Each configuration can be scaled up or down to meet the specific requirements of a particular business. Each 
configuration could also serve a unique region or theater of operation in a large diversified enterprise or multinational business. For 
example, a global enterprise may choose to implement three distinct HPE SimpliVity federations—Europe, Americas, and Asia—with 
unique VMware vCenter domains. 

5.3 Design considerations 
Consider the following guidelines when planning and designing an HPE SimpliVity ROBO implementation. The guidelines are applicable to 
both hub-and-spoke and full-mesh data protection topologies. 

• Local and remote backups—Employ both local and remote backups for ultimate data protection. Local backups are ideal for 
protecting against application problems or administrative mishaps. Data can be restored locally without WAN communications to the 
central data center site. Remote backups are ideal for disaster recovery. 

• Sizing—Be sure to properly size HPE SimpliVity nodes at the backup target site. Ensure the backup target site contains sufficient capacity 
to back up all ROBO sites in the near term and into the future. Consider the rate of data change, retention period, and site data 
commonality when sizing the backup target site. 

• Latency and bandwidth between locations—Consider WAN bandwidth and latency when choosing topologies, determining remote 
backup targets and setting backup policies. The lower the latency, the faster and more frequently backups can occur. The largest 
amount of data to be transferred at a given time will dictate the amount of bandwidth needed to complete the backup. 

• Firewall ports—ROBO and data center firewalls must be reconfigured to enable HPE SimpliVity data protection communication flows. 
The previous section provides firewall configuration guidelines for hub-and-spoke and full-mesh data protection topologies. The 
HPE SimpliVity Administration Guide documents the specific protocols and port numbers HPE SimpliVity uses. 

• RTO and RPO objectives—RTO and RPO requirements can vary from ROBO site to ROBO site depending on the type of business 
conducted at each location. Be sure to identify each site’s unique requirements. By appropriately configuring individual local and 
remote backup policies, you can deliver SLA commitments while making optimal use of network resources and storage capacity. 

• Stagger backups—In order to reduce load on the WAN at any given point in time and maintain RPO/RTO objectives, consider 
staggering or spreading out backups throughout the day. 

6. Data protection options and recovery procedures 
HPE SimpliVity supports both local and remote backups for ultimate data protection. Local backups are useful for protecting against 
application problems or administrative mishaps. They help in recovering data that is corrupted, or in recovering files that were accidentally 
deleted. Remote backups are ideal for disaster recovery. They help in restoring services in the event of natural disasters or catastrophic 
equipment or facility failures. Consider RTO and RPO objectives, and WAN bandwidth usage when formulating disaster recovery and 
business continuity plans and formulating backup policies. 

Local data center backup: In this scenario, data is backed up locally within the same data center that the VM resides.  

To recover data from a local backup: 

• List the backups in the data center. 

• Choose the backup to recover from. 

• Select Restore Backup. 

• Select the Replace Existing Virtual Machine and click Restore. 

 

https://support.hpe.com/hpsc/doc/public/display?docId=emr_na-sv760_000259_aen_us&docLocale=en_US
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Remote data center backup: In this scenario, data is backed up to a data center at a remote location: the hub site or another ROBO site. 

To restore a VM from the hub site or from another ROBO site: 

• List the backups in the data center. 

• Choose the backup to recover from. 

• Select Restore Backup. 

• Select the Create New Virtual Machine and click Restore. 

Interrelated VMs need to be restored in a specific order and network configuration changes may need to be made in order to restore 
operations and enable business continuity at the hub site. A well-documented disaster recovery plan must be created, tested, and 
maintained to provide best practice for partial or full recovery of any site. 

Hub site disaster recovery: A hub site can also be backed up for disaster recovery purposes. The following items are recommended when 
implementing a disaster recovery plan for a hub site. 

• The DR site should be managed by a separate vCenter. 

• The vCenter of the production site and DR site must be in linked mode under the same federation. 

• Avoid performance degradation at the DR site by deploying the same or larger HPE SimpliVity configurations as the ones at the 
production site. 

7. Conclusion 
With the ability to easily deploy at remote sites and provide backup and disaster recovery services all in a highly scalable, simple to use 
common architecture, HPE SimpliVity is a perfect solution for ROBOs. 

This document shows real-world customer-based strategies for ROBO and provides designs that are unique to HPE SimpliVity federations. 
Built into HPE SimpliVity are the following breakthrough technologies that enable a superior design for ROBO: 

1. Hyperconvergence: A single, shared resource pool abstracting applications and VMs from the underlying hardware across not just 
server, storage, network but also backup, disaster recovery, WAN optimization, and cloud enablement 

2. Scale-out architecture: The ability to grow the infrastructure by adding simple building blocks to an existing deployment while the 
application remains online 

3. Data virtualization platform: Inline deduplication, compression, and optimization of all data at inception, once and forever across all 
stages of the data lifecycle 

4. Global federated architecture: Manages all resources globally from a single pane of glass, provides VM-centricity and mobility to 
back up, restore, move virtual resources—and their associated data—from a click of a button without the manual efforts of the past 
around LUNs, shares, volumes, disk groups, masking, mapping, and others 
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8. Glossary 
CAPEX Capital expenditure 

Federation A federation is one or more HPE SimpliVity nodes deployed together in a global environment consisting of multiple  
vCenter data centers. 

OPEX Operating expense (aka operational expense) 

ROBO Remote office and branch office 

RPO Recovery-point objective 

RTO Recovery-time objective 

TCO Total cost of ownership 

Learn more at 
hpe.com/simplivity 


